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Abstract. An exact model which partially takes into account interactions of fluctuations is used
to study the critical behaviour at phase transitions of coupled systems with cubic interactions.
On the basis of the relationship between the coupling potentials, it is shown that the fluctuation-
induced first-order phase transition which occurs in uncoupled cubic anisotropic systems may now
be replaced by a new second-order one.

Since the introduction of renormalization group (RG) theory in the 1970s, many problems
in the theory of phase transitions that had resisted other approaches have been successfully
considered and many results have been experimentally confirmed [1-4]. Even though RG
theory is the most appropriate theory for studying critical phenomena, frequently this approach
does not give explicit results, especially for systems in three dimensions. The main reason
for this is the complexity of the symmetry of the free-energy functional that describes realistic
systems. Examples include systems with or without the influence of quenched disorder
described by a single or multiple coupled order parameters, systems with cubic or dipole
interactions, and systems with short- or long-range-correlation impurities either in the static
or dynamic approach. Using exact models that partially take into account interactions of
fluctuations [5-11], some of these systems were successfully treated theoretically. This
provides not only an alternative approach for the study of complex-symmetry systems, but also
a check on the validity of RG predictions which are very often based on various approximations
such as the-expansion.

In this paper the critical behaviour of a system with two coupled vector order parameters
and cubic anisotropy is studied using an exact model which takes into account fluctuation
interactions of equal and oppositely directed momenta. The isotropic two-coupled-parameter
system, with or without the presence of two random fields, was studied previously by means
of both the RG theory and the exact model. Without the random fields, RG theory [2,3,12,13]
predicts a fluctuation-induced first-order transition which is rigorously borne out [8] by the
model. The effect of the random fields has not yet been considered in RG theory, but the
model explicitly shows the second-order phase transition to be restored in the presence of one
random field and that the ordered phase for space dimensiofatit} is destroyed when both
random fields are present [10]. The addition of a cubic anisotropy term into the free-energy
functional of a pure coupled-parameter system changes its critical behaviour and this is the
subject here. In particular, it is shown that the anisotropic coupled-parameter system exhibits
a new second-order phase transition which replaces the discontinuous transition present in an
uncoupled cubic anisotropic system. Also, a hew fluctuation-induced first-order transition in
the anisotropic phase occurs.
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To show the important steps for the exactly solvable model, we start by considering the
isotropice®(x) model with the Ginzburg—Landau functional having a scalar order parameter

o(x):
1 1
Flp@] =3 / d’x [wzm +c(Vo(x)? + Zggo“(a:) - /w(sc)] 1)

wheret = (T — T,)/T,., T, is a trial critical temperature, and is a constant field. The
partition function is obtained by adding up the contributions for all possible funcgiaasin
the functional integral

Z=/D<ﬂ(w) exp(—Flp(x))).

Due to the existence of the interaction term in functional (1), exact evaluation of the partition
function is impossible. However, such a difficulty is eliminated when the interaction term is
reduced according to the following:

2 2
fddx o*(x) —>i |:/ d?x (pz(a:):| = M (2)
Vv \%4

whereV is the volume of the system. This reduction was first proposed in reference [14].
In momentum space, the initidHfunction, §(p1 + p, + ps + p4), Which is responsible for
the momentum conservation, splits into a product of dafanctions,s (p1 + p2)3(p3 + pa).
The physical meaning of this is that, while preserving the symmetry, the model takes into
consideration fluctuation interactions of equal and antiparallel momenta. This reduction
transfers the*(x) model into the universality class of the spherical model [14, 15].

In order to calculate functional integrals with respeci{@) one has to transform the
¢*(x) term into a bilinear form. So far, functional (1) has been considered in the form

1 1
Flp(x)] = %a[<p(w)] + Wgaz[w(m)] *5 / d‘x [c(Vo(®))? — ho(z)].

To cast it in a bilinear form with respect igx), we use a transformation analogous to that of
Hubbard and Stratonovich:

exp[—%K(@)] — % / dx dy exp[—%K<%) +i(xy — ya[w])] 3)

whereK (x/ V) is an arbitrary function. In the case of functional (K)x/V) is

X 12 8 2
K(Z)=Zx+-8 52
<v> Ve gyt

Even though, on the one hand, this simplifies the functional integration, on the other hand,
two more variables are added in the equatianandy. However, this can be handled. After
applying the transformation (3), Gaussian integrals with respecttpin the partition function

can be calculated. As a result, the partition function takes the form

ZO(/OO dx dy ex —Z<rx+§x2—x +12|n|c 2+ |—h—2>
N ey A
Summations of the kin({:q In|cg® + y| have to be cut off since they diverge in the upper
limit. However, the critical asymptotics should not depend upon the momentum cut-off. For
the spatial dimension in the range<2 d < 4, this can be handled by renormalizing the
summation and then setting the momentum cut-off to be equal to infinity.d Fer 4 the

sum becomes non-renormalizable and we must maintain the momentum cut-off explicitly.
As we demonstrate below, the dependence upon the momentum cut-off is absorbed into a
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renormalization of the trial value of the critical temperature and into an insignificant constant
addition to the free energy. If the cut-off momentum is equal fdhen

Z Injeg? +yl = V[ fs(y) + yOq(A)]
q

where
d/2
T[y— = d/2 d even
by = S dcisinrd)2) — <Y 7
TP = @md | 1y\2 s
——( = Iny =u@)y““Iny d = even
d\c
Ad=2)
_ d#2
Si | c(d—-2) 7
Oa(A) = 5—
2m)4 | In(cA?)
d=2.
2c

S, is the surface area of &dimensional unit-radius spher®,(A) is used to renormalize
x — x + 0y(A), which consequently results in the renormalization of the trial critical
temperature, 2t = 27 + g®,4(A). As a result, the partition function becomes

Z /‘00 dx dyexp{—%F(x,y,h)} 4)

with the non-equilibrium free energy(x, y, i) given by
2

h
F(x’y’h)=x(f—y)+§x2+fd(y;0)—7. (5)

In the thermodynamic limity — oo, the integrals in (4) can be calculated exactly using the
steepest-descent method. Hence, all of the thermodynamic quantities can be calculated. The
free-energy density is given by equation (5) wittand y being solutions of the system of
equations F/ox = 0,3 F/dy = 0. After eliminatingx from these equations, we derive an
equation fory:

g(3 h?
0=t —y+§<§/c(c)yl/2+?>.

An equilibrium value of the order parameter at zero external field is given by

Now, let us apply the above steps in the case of the Ginzburg—Landau—Wilson functional
of two coupled-component systems with cubic anisotropy. The functional of interest is of

the form
2

1 1
Fler 92 = 5 / d'x { Z[w,«(mnz (V@) + Zgile @)

i=1
“ 1
*u Y g (@ —h - 50(93)} + §w|sol<cc>|2|soz<w)|2} (6)
a=1

wheret; = (T — T,.;)/T.;, andT,; is a trial critical temperature for th@-component order
parametetp; (), andh; is a constant external conjugatecomponent field.

The partition function is obtained by adding up the contributions for all possible functions
; (z) in the functional integral

Z = f D1 Dy exp(—F (p1. 2)).
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The exact evaluation of the partition function will be possible when all of the interaction terms
in functional (6) are reduced according to (2). Specifically for the coupled cubic anisotropic
system, we have

2 2 )
fddx @it (@) —>é |:/ d?x @2, (5,;)] = aia[‘l"z/a (w)]. @

This reduction is one of the basic characteristics of the exact model. When the model was
used for cubic anisotropic systems,= 0 in functional (6), (i) the anisotropic phase having
only one non-zero component of the vector order parameter along the side of the cube and
(ii) the isotropic phase having the vector order parameter along the diagonal of the cube with
all components equal to one another could occur under different circumstances [7]. Explicitly
ford = 3, when

v; >0 (8)
or when simultaneously the inequalities

v; <0

dv; + mg; >0 9

dvi+g, <0

are satisfied, there exists a second-order phase transition into the isotropic phase. On the other
hand, when

v, <0
4U,‘ + 8i > 0 (10)

simultaneously hold, the transition is of first order into the anisotropic phase. If however the
inequalities

v < 0
dv; +mg; <0 (11)

hold, the solution for the equilibrium order parameter corresponds to an unbounded behaviour,
which means that the system can never have long-range order.

Whenv; = 0 andw # 0, functional (6) represents a system with two coupled order
parameters without cubic interactions. Studying such systems within the context of the exact
model, it is shown explicitly that a fluctuation-induced first-order phase transition into the
isotropic phase occurs [8]. Mean-field theory finds that a disorder—order phase transition is
always of second order. The model is in agreement with RG theory predictions [2,3,12,13].

It will be shown below that for functional (6) the coupling will induce new continuous
phase transitions which ate-dependent. In addition, a new first-order transition will still
occur but the system will always be anisotropically ordered, indicating the domination of the
cubic anisotropy interaction over the effect of coupling between the systems.

After reduction (7), the exponent in the partition function becomes a quadratic form with
respect to the functionals,[¢;,]. Then a transformation analogous to that of Hubbard and
Stratonovich is used:

ol -31(245)

1 \% Xia .2 “
= - Dx;y Dyiy © —=K({— )+ iaYia — Yialia
e | 0P w0 = () 4133 )

i=1 a=1
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wherekK (x;,/ V) is an arbitrary function, and, for the case of functional Gjx;./V) is

f(5)-S[F S da(En) e ] gt S

The patrtition function in momentum space then becomes

00 ico Vv Xia
X / D(plotq D(pZaq/ Dxlot DXZa/ Dylot DyZa eXp{ - _<K(_)
—00 —ioco 2 \%4

2 m 2 m
1 .
- I Z Z(2|xmyza + hza¢za0> W Z Z Z(Zl%‘a + Ciq2)|(piaq|2> }
i=1 a=1 i=1la=1 ¢q
(12)
After definingx;,/V — Xia, 21Vie = Yias (piaq/\/v — iaq, iINtegrations over all possible

modesyp;,, may be performed to obtain

[ [ Vv
Z x / D-xlot DxZUf D)’m Dy2a eXp{ - E(K(xiot)

o] —0Q

ii(x Yig T hiy —£Z|n|c~q2+y- |))}
~ )i 4Vyla V - l o M

Treating the summatioEq In|cig® + yie| @s in the simple*-case, and fod = 3, one finds

Z Inlciq® + Yial = V(f Gias ¢1) + yia O (A; 1))
q

where
S3 A
A(A: ¢;
Ae) = Grpe
=S T[yio{
f Gias €1) = —— K(ci)yl?

W 36‘[3/2 B
®(A; ¢;) is used to renormalize,; that is,
Xig = Xig + O(A; ;)
which consequently results in the renormalization of the trial critical temperatutteat is,
2t; =21, + gimO(A; ¢;) + 4O (A; ¢)vi + wmO(A;¢i) = 2T - T))/ T,
After definingh;,/2v/V — hiq, the partition function becomes
B B exp{—%F(xia, i hm} (13)
with the non-equilibrium free energy (x;4, Yia, i) Qiven by

m h 2 g 2
Z (lixia + Ui'xiza — XiaYia + [ (Vias ¢i) — f) + Z j(ZMa)

a=1

X1o i X2y - (14)

a=1

MN

F(-xtav ytav 101 =

II
N

i

NIS
Ms

=

a=
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In the thermodynamic limity — oo, one can calculate the integrals in equation (14) exactly
using the method of steepest descent. The equilibrium free-energy density is given by equ-
ation (14) withx;, and y;, being the solutions of the system of equati®s/dx;,, = O,

dF /dy;, = 0. After eliminatingx;,, an equation fog;, is derived:

3 va_ hE, 8N~ (3 2 | hf,
0= t; +2U,‘<§K(Ci)ym +y—2 — Yia +EZ EK(ci)yia +y—2

ia a=1 io

Wy (3 2, hE,
+ > ; (EK(Ci')y,-ra + E . (15)

Finally, at zero external fields, an expression of the order paramgteorresponding to the
lowest energy of the system is given by

Yie = — lim oF = Ilim hﬂ (16)
hia—0 Oh;q hie—>0 Vig

The 4n equations (15), (16) contaimdunknowns, the;, and they;,. These 4 equations
and unknowns can be proven to be reducible to simply four equations and four unknowns. The
physical meaning of this is that when a phase transition occurs into the phase described by
Yie With a = {1,...,m;} (m; < m andi = 1 or 2), having the firsin; components of the
order parameter non-zero and the rest zero, all non-zero components of the order parameter
are equal to one another. Hengg = ¢; andy;, = y;, and the four equations are

3 .
2_ 2 ey _ i
Qi = 2K(Cz)y, 20,
172 mg; gim; 3 12 wmy
+ ) y; ) — +2 " )+ = Ty =
14 3K(Cz))’, (vl 4 ) Yi <1 v, ) 4wK(Cl )myl v, y 0
wherei = {1, 2}, i’ = {2, 1}. For a small coupling constant, the anisotropic soluggnwith
m; = 1 andm; = 0 is given by
3 : w(3vik (¢r) — 2y,62) Buik (ci)my )
<P,-2i = EK(Ci)yilo/i — )’Zﬁ + = = (17)
U Buupk(cmGiy[1+ 161 (4v; + g0)/[vi (3¢ (c))mGi)
and the isotropic solutio®; . with m; = m andm; = 0 is given by
2t (3k(ci)’wmGy 64t;
2 = — - 1+ J1+——1 |, 18
i+ mGi 16G, (3K(ci’)mGi’)2 ( )

In the last two equation®;G; = 4v; + mg;, and

3vik (¢;)mG; 166, (4v; + g)
1/2
Yiok 2(4v; + gi) |: \/ v; (B (c;)mG;)?

Solutions corresponding to the phases describeg bynd®; .. can be easily obtained whenin
equations (17), (18)is interchanged witf. The mixed isotropic solution withy; = m; = m
never occurs since it always has a higher free energy than the isotropic solution, equation (18),
or the anisotropic one, equation (17). In fact this is true for any mixed phase. Therefore, either
the anisotropic phase (17), or the isotropic one, equation (18), may occur under the appropriate
conditions.

The most interesting case is that when one uncoupled systein ssdigfies the condition
for a first-order transition, inequalities (10), and the other ahesatisfies the conditions
for a second-order transition, inequalities (8) or (9) with> i’. When such systems are
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coupled together, a phase transition will occur in systemnd, depending on the polarity
of w, the transition may be a new first-order one, or a restored new second-order one into
the anisotropic phase. The existence of the first-order phase transition, which is always into
the anisotropic phase, suggests that the cubic anisotropy effect (which for uncoupled systems
leads to anisotropic first-order transitions) dominates over the effect of the coupling between
the systems (which for rotationally invariant coupled systems leads to isotropic first-order
transitions). Explicitly, a positive coupling produces a new fluctuation-induced first-order
phase transition into the anisotropic phase with a lower critical temperature than that of the
zero-coupling case. This is obtained when systeargli’ simultaneously satisfy inequalities
(10), and (8) or (9) with — i’, respectively. The solutiop;+ = ¢;_ of equation (17) gives
the critical temperature of the first-order transition into the anisotropic phase, which to order
w is

27w vy G; G ym3k (¢’ (cir)

lic(w # 0) = tie(w = 0) — 16(4v; + g:)(4vi + giv)

where
2
fio(w = 0) = —ui Bk (c)mGi)” (19)
16(4v; + gi)
The critical temperature.(w # 0) is well above the critical temperatures corresponding to
the solutiong?_ = 0 and®?2_ = 0, indicating that the transition must indeed be of first order.
In the zero-coupling limit, the critical temperature simply reduces to the appropriate one of
the uncoupled system, equation (19).
On the other hand, the first-order transition of the uncoupled syisiereplaced by a new
second-order one iy < 0. This restoration is a transition into the anisotropic phase, with
a critical temperature that decreases with increasing absolute value of the coupling strength
w. This result is obtained by numerical analysis. The critical temperature of this transition
is the solution of equation (17) when set equal to zex,@, = 0, and when the interaction
constants, in addition tas < 0, also satisfy inequalities (10), for systemand (8) or (9)
with i — i/, for systemi’. This is a cumbersome expression and will not be provided here.
An approximate solution cannot be obtained, since in the uncoupled case the existence of
the first-order phase transition provides a discontinuity of the order parameter at criticality.
However, numerical calculations show that this critical temperature decreases with increasing
absolute value of the coupling strength (figure 1). Also, from figure 1 one can see that the
slope of the curve becomes steeper with decreasing absolute value of the coupling constant,
and asjw| — O it diverges as expected, since in this limit the uncoupled cubic anisotropic

< Jw|

Figure 1. The phase diagram of the equilibrium order parameter of the anisotropic ptesa
function of temperature for three different strengths of the coupling constafie arrow indicates

that the direction of increasing| is to the left. The critical temperature decreases with increasing
|lw|. Also, the slope of the curve becomes steeper with decregsjregnd agw| — 0O it diverges as
expected, since in this limit the uncoupled cubic anisotropic system exhibits a fluctuation-induced
first-order phase transition into the anisotropic phase.
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system exhibits a fluctuation-induced first-order phase transition into the anisotropic phase.
Furthermore, unlike the case for an uncoupled system with cubic anisotropy for which second-
order phase transitions are always into the isotropic phase, the new coupling-induced second-
order transition may be into the anisotropic phase.

Itis also possible for the restoration of the second-order transition, which replaces the first-
order one of the uncoupled system, to occur isotropically, a phase described by equation (18).
This happens if, before coupling, systérwas satisfying the first-order condition (10), and
systemi’ had an unbounded solution, resulting from inequalities (11) with i’. After
coupling, and for positiva, the critical temperature of the isotropically restored new second-
order transition is higher than that for the zero-coupling case, and is giv@rﬁibyt 0, or

o4 Lo, TR 1 L TP\ ,, 1717
TV =7 — L+ L 4+ 2 [ -21,+ ~ — —4( TP+ L — L
2bw  2bG T, 2 bw bG; Ty bG;y bw

whereb = 16/(9m°«?(c;)w?G;:). Inthe zero-coupling limit, it follows from equation (18) that
the critical temperature reduces appropriately te 0, which characterizes the second-order
transition of the uncoupled system, but at the same timeyfer 0, the critical temperature
of the first-order anisotropic phase, equation (19), is higher, and therefore prevails over the
isotropic phase as expected [7]. On the other hand, for negatitke system experiences
a fluctuation-induced first-order transition into the anisotropic phase of systerdescribed
previously.

As long as system has a bounded solution satisfying one of the set of inequalities (8),
(9), (10), and systent has an unbounded solution satisfying inequalities (11), when they are
coupled together, a phase transition will always occur in systeirhis happens regardless
of whether system has a higher or lower trial critical temperature than systeritherefore
this means that the transition could be an anomalous one, from the mean-field theory point of
view, into a phase with a lower trial critical temperature.

Upon suppression of fluctuations by taking the limit> oo, all of the results reduce to
those of mean-field theory as expected.
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